List of RGJ advisors 2023/2024

Name: Assoc. Prof. Dr. Watcharaporn Cholamjiak

Program: Ph.D. in Mathematics Department: Mathematics
Faculty: Science University: University of Phayao
Telephone: +66-89-5583-052 Emall: watcharaporn.ch@up.ac.th

Keywords; Dementia; Data Classification; Deep Learning; Optimization Algorithm; Screening

Summary of research:

Nowadays, the world has developed in sclence, technology, and medicine by combining
and integrating various sclences. Using Big Data for medical Innovatlon Is important and depends
on developing knowledge and methods combining technologles fundamental to developing new
innovations for practical use. Screening for early detection and diagnosis brings it into the treatment
process quickly, reducing the severity of the symptoms that will occur. And it is beneficial for
medical treatment and physiotherapy for patients who are at risk for that disease. Our research
aims to construct software for screening any disease using machine learning methods with datasets
from hospital. We focus on extreme learning machine (ELM) which is a type of machine learhing
that is based on the concept of single-hidden layer feedforward networks (SLFNs). This ELM
method, we can improve algorithms by optimization theory. The following researches are our
results which were published from using ELM with new optimization algorithms:

1. Breast cancer screening

- Peeyada, P,, Dutta, H., Shiangjen, K., & Cholamjiak, W. {2023). A modified forward~
backward splitting methods for the sum of two monotone operators with applications
to breast cancer prediction. Mathematical Methods in the Applied Sciences, 46(1),
1251-1265. '

- Peeyada, P., Suparatulatorn, R., & Cholamjiak, W. (2022), An inertial Mann forward-
backward splitting algorithm of variational inclusion problems and its
applications. Chaos, Solitons & Fractals, 158, 112048.

2. Diabetes mellitus '

- Suantai, S., Yajai, W., Peeyada, P., Cholamjiak, W., & Chachvarat, P. (2023). A modified
inertial viscosity extragradient type method for equilibrium problems application to
classification of diabetes mellitus; Machine learning methods. AIMS Mathematics, 8(1),
1102-1126.

3, Heart disease detection

- Suantal, S., Peeyada, P., Fulga, A, & Cholamjiak, W. (2023). Heart disease detection
using inertial Mann relaxed CQ algorithms for split feasibility problems. AIMS
Mathematics, 8(8), 18898-18918,

The comparison in above publications shows higher accuracy results than the previous method,
but there is no trial to screen for dementia. However, the ELM method is a simple machine
learning method because it consists of a single hidden layer. Thus, developing ELM by adding a
multi-hidden layer to achieve new ways to get more efficient and accurate than the current
method still is very interesting. The main goal of this research project is to develop software to
screen dementia among the elderly using deep learning optimization with big data analysis.

Dementia in the elderly is a major public health problem worldwide. Care for the elderly
and people with dementia is an important part of the general welfare system in Nordic countries,
particularly in Sweden. Health and social care for the elderly are important parts of Swedish welfare
policy. Of Sweden’s 10 million inhabitants, 20 percent have passed the standard retirement age
65. This number is projected to rise to 23 per cent by 2040, partly because of the large number of




Swedes born in the 1940s [1). The same is the situation of the elderly with dementia in Thalland.
According to the incidence prevalence survey in 2005, it was found that the number of elderly
people with dementia was as high as 229,100, and scholars estimate that Thailand wilt have at
least 450,200 elderly people with dementia in the country. In 2020 and will increase to 3 times in
2050 [2]. The minimum budget is used to care for the elderly with dementia throughout Thailand,
with a budget of over 1,810 million dollars a year [3]. In the future, Thailand will have more and
more patients in this group. Economic problems, the public health system, and sodial problems
arising from people and money used to care for older adults with dementia will increase
accordingly [4]. Therefore, screening to detect and diagnose dementia early to quickly bring them
into the treatment process is an appropriate approach. And it is beneficial for medical treatment
and physical therapy rehabilitation for the elderly who are at risk of dementia to have a good
quality of life able to help themselves. There are examples of research using machine learning to
help screen for dementia [5,6,7,8,9].

Extreme learning machine (ELM) is a type of machine learning that is based on the concept
of single-hidden layer feedforward networks (SLFNs) introduced by Huang et al, [10] And has been
used to study and solve problems in various research projects such as research by Sun et al. {11},
Wang et al. [12], Malathi et al. [13], and Minhas et al. [14] In 2006 Huang et al. [10] have proven
that ELM is more effective than manual learning Gradient-based methods such as backpropagation.
However, the original mathematical model was still used in determining the weight (weight} for
predicting data by ELM, and the error was high. They were causing further development to solve
such problems. For example, in 2011, Martinez-Martinez et al. [15] introduced a new ELM using
the regularization method to determine ELM weights. Later, several researchers used ELM in
machine leaming to screen for dementia and found that the ELM method has a high accuracy
which can be studied from the literature [16,17]. Recently, Jasim et al. [18] evaluated the
performance of 12 algorithms implemented in ELM, The results indicated that the method was
highly  accurate but can  still be improved  to increase  accuracy.

Recently, Thal mathematicians [19- 22] have proposed new algorithms based on
optimization theory for machine learning using ELM to screen for breast cancer, heart disease, and
diabetes. Higher accuracy results than the previous method, but there is no trial fto screen for
dementia, However, the ELM method is a simple machine learning method because it consists of
a single hidden layer. Thus, developing ELM by adding a multi-hidden layer to achieve new ways
fo get more efficient and accurate than the current method still is very interesting. And can be
applied to predict and classify various medical information efficiently and quickly. This will
significantly benefit public health agencies, healthcare professionals, and those undergaing further
screening for dementia. Multilayer extreme learning machine (ML-ELM) was first presented by
Kasun et al. [23]. This machine learning model was inspired by Huang et al. [10], it is getting to be
a widely used method in machine learning and deep learning applications. The training dataset is
defined by C:={(x,, £} : x, e R%, t, e R, n= 1,2,...,N,p,q ¢ N} where N is distinct samples, x, is an
Input training data and ¢, is a training target. The deep neuron network structure of ML-ELM is
shown as follows:
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The procedures of the deep neural network (DNN) leamning

with the single Input layer, K hidden layers structure, sigmoid
Input layer Hidden layer Output layer
activation function and output layers

For any i hidden layer of ML-ELM with M, nodes, the output at the /* hidden node is



tn = Zilﬁtjf?(auxn + byj),
where G is an activation function, 8. a;; and by, are parameters of the optimal output weight,
randomly weight and bias at the j** hidden node and i** hidden layer, respectively. The feed-
forward artificial neural network process is presented in K hidden layers structure,

mathematically given as:

Gy % + by} Glat +byz) o Glawmx + biy,)
i) the first hidden layer (G(“n"z *hi) Glantptby) o Glougxzd b‘”l))( ﬁii) = (33)

H H i
Glayaxy + b1} G(auxn +bi2) v Gy Xa T+ by Fam Fa

G(az1Oyy + by)  G(a220y5 4 By} o G{824, 011 + bayyy)
ii) the second hidden tayer (G(anou + by1) G(ﬂzzou + byz) G(aZMzol:Z + sz:)) (f:; ) - (g;;)

i i i
G{az Oy +by) G(fhzom +baz)  G{zm,Orn + bay, )/ ViMa Oz
6(ag1Opasis + Br1) G042 Ope—yys + Bep) o G{agm Oy + Beuy)

iy the K hidden layer | ¢ (“motk—_x)a + byy) G(ﬂxz‘?ck-:m the) - G (ang(_J(k_ll)z + By} (_ g;:) _ (g:;;)
ﬂxlux

; ; : :
GlagsOpnw +bx1)  G{araO-nn +biz) ™ G{@wpOk—13n + Brone) O

The goal of ML-ELM is to find the optimal output welght By = [Bxx, Bxa - Brag)” that making
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= [01, Oizr e, Opy]™.  From the study problem model LB of multilayer ELM, the researcher found
that an optlmlzatlon algorithm can solve LB and its regularization to get an optimal-fitting model
for deep learning. The main goal of this research project is to develop software to screen dementia
among the elderly using deep leaming optimization with big data analysis. Models to predict new
data for medical and public health personnel in government agencies resulting in accuracy and
speed in receiving the examination. It also reduces government spending on screening and treating
patients.
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Problem statement and significance of research

Accarding to estimates from the World Health Organization, the number of people living
with dementia will double almost every 20 years for the foreseeable future. While in 2010 there
were 35.6 million people with dementia worldwide, this number is expected to increase to 65.7
million by 2030 and to 115.4 million by 2050. Dementia is another type of non-communicable
disease that is often found in the elderly, which affects older people with impairments in cognitive
function in terms of memory and cognition, for example, causing problems in language use,
mavement involving life skills impairments, and environmental awareness, including issues in
planning decisions.

Thailand is among the fastest-aging countries in the world. Of its 67 million population, 12
million Thais are elderly, according to the latest national statistics report. Since 2005, the country
has been classified as an ‘aged society’ as people aged 60 years and above accounted for 10%
of the population. It is expected that the country’s elderly population will increase to 28% and
that Thailand will become a ‘super-aged society’ by the next decade. With advances in the health
care system, the number and proportion of people aged 60 years and older are rising both in
Thailand and globally. In 2019, more than one billion of the world’s population was above the
age of 60. This is expected to increase to 1.4 billion by 2030 and 2.1 billion by 2050, The same as
in Sweden, of Sweden’s 10 million inhabitants, 20 per cent have passed the standard retirerment
age of 65. This number Is projected to rise to 23 per cent by 2040, partly because of the many
Swedes born in the 1940s. In this regard, preparations to support the situation of an aging society
are therefore important issues. Because the elderly is a health risk group that affects the
healthcare budget. Therefore, promoting the health of the elderly to have desirable health
behaviors is an important issue to reduce the economic burden of the country, society, and
family. To the increasing trend of the number of the elderly population, the number of people
at risk of dementia has also increased. Therefore, screening to detect and diagnose dementia
early to quickly bring them into the treatment process is an appropriate approach. And it is
beneficial for medical treatment and physical therapy rehabilitation for the elderly who are at
risk of dementia to have a good quality of life and be able to help themselves.

3.
4. Research stakeholders: Unliversity of Phayao hospital
5.
6.



The above data shows that the rapid increase in the elderly population requires the
government to prepare things such as planning for medical professionals and a large budget.
However, the number of doctors specializing in such diseases is limited and needs to be
increased to provide patients with services. Therefore, the use of technology-based knowledge
related to artificial intelligence or machine learning, including deep learning Is the basis for
creating tools or innovations that are efficient and accurate in assisting medical personnel in
screening and diagnosing diseases are therefore very useful and can be taken immediately.

7. Hypothesis

A new optimization algorithm can use in multilayer extreme learning machine to screen
dementia and has more efficiency than the other machine learning methods.

8. Objectives

1. To design new optimizer for multilayer extreme learning machine for screening dementia in
the elderly.

2. To publish researches in the international journals indexed in Scopus/WoS Q1-Q2 database.

3. To develop software for screening dementia in the elderly.

9. Literature Review

Dementia in the elderly is a major public health problem worldwide. Care for the elderly
and people with dementia is an important part of the general welfare system in Nordic countries,
particularly in Sweden, Health and social care for the elderly are important parts of Swedish
welfare policy. Of Sweden’s 10 million inhabitants, 20 percent have passed the standard
retirement age 65. This number is projected to rise to 23 per cent by 2040, partly because of the
large number of Swedes bom in the 1940s [1]. The same is the situation of the elderly with
dementia In Thailand. According to the incidence prevalence survey in 2005, it was found that the
number of elderly people with dementia was as high as 229,100, and scholars estimate that
Thailand will have at least 450,200 elderly people with dementia in the country. In 2020 and will
increase to 3 times in 2050 [2]. The minimum budget Is used to care for the elderly with dementia
throughout Thailand, with a budget of over 1,810 million dollars a year [3]. In the future, Thailand
will have mare and more patients in this group. Economic problems, the public health system,
and social problems arising from people and money used to care for older adults with dementia
will increase accordingly [4]. Therefore, screening to detect and diagnose dementia early to quickly
bring them into the treatment process Is an appropriate approach. And it is beneficial for medical
treatment and physical therapy rehabilitation for the elderly who are at risk of dementia to have
a goad quality of life able to help themselves. There are examples of research using machine
learning to help screen for dementia [5,6,7,8,91.

Extreme learning machine (ELM) is a type of machine learning that is based on the
concept of single-hidden layer feedforward networks (SLFNs) introduced by Huang et al. [10] And
has been used to study and solve problems in various research projects such as research by Sun
et al. [11], Wang et al. [12], Malathi et al. [13], and Minhas et al. [14] In 2006 Huang et al. [10]
have proven that ELM is more effective than manual learning Gradient-based methods such as
backpropagation. However, the original mathematical model was still used in determining the
weight (weight) for predicting data by ELM, and the error was high. They were causing further
development to solve such problems. For example, in 2011, Martinez-Martinez et al. [15]
introduced a new ELM using the regularization method to determine ELM weights. Later, several
researchers used ELM in machine learning to screen for dementia and found that the ELM
method has a high accuracy which can be studied from the literature {16,171, Recently, Jasim et
al. [18] evaluated the performance of 12 algorithms implemented in ELM. The results indicated
that the method was highly accurate but can still be improved to increase accuracy.



Recently, Thai mathematiclans [19-22] have proposed new algorithms based on
optimization theory for machine learning using ELM to screen for breast cancer, heart disease,
and diabetes. Higher accuracy results than the previous method, but there is no trial to screen
for dementia, However, the ELM method is a simple machine learning method because it
consists of a single hidden layer. Thus, developing ELM by adding a multi-hidden layer to achieve
new ways to get more efficient and accurate than the current method still is very interesting.
And can be applied to predict and classify various medical information efficiently and quickly.
This will significantly benefit public health agencies, heatthcare professionals, and those
undergoing further screening for dementia. Multilayer extreme learning machine (ML-ELM) was
first presented by Kasun et al. [23]. This machine learning model was inspired by Huang et al.
[10], it is getting to be a widely used method in machine learning and deep learning apptications.
The training dataset is defined by € :={(x,t) t %, ¢ R, t, e RP,n = 1,2,...,N,p,g e N} where N is
distinct samples, x, is an input training data and ¢, Is a training target. The deep neuron network
structure of ML-ELM is shown as follows: ' o
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The procedures of the deep neural network (ONN) learning

with the single input layer, K hidden layers structure, sigmoid
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activation function and output layers

For any {** hidden layer of ML-ELM with M; nodes, the output at the j** hidden node is

My
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where G is an activation function, 8y, a;; and by are parameters of the optimal output weight,
randomly weight and bias at the j** hidden node and it hidden layer, respectively. The feed-
forward artificial neural network process is presented in K hidden layers structure,
mathematically given as:
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that an optimization algorithrn can solve LB and its regularization to get an optimal-fitting model



for deep learning. The main goal of this research project is to develop software to screen
dementia among the elderly using deep learning optimization with big data analysis. Models to
predict new data for medical and public health personnel in government agencies resulting in
accuracy and speed in receiving the examination. It also reduces government spending on

screening and-treating patients.
8] !ellc.}'., Sandman, P, & Wahlund, L. (2G19), Sweden, htps//dalarg/10,109%/med/9780198796046.003,0035

(21 iR e, moumssdgeonytng e 2552, nyamvaag: yRTBa0s AL msdaadyintgivg, 2553,

[3F Alzheimer's Disease Internationa.Cementia In the Asla Pacific Reglon nternet]. 2019 Iiited 2037 Apill 7). Available from hitp/Aveas Dernentla-AdjaPacific-2td pdF

4] Fxvn adad, uans:nwﬁ’qm-su"1nm1=mnat§nuﬁ'uﬁq«n"lqlmmmn'lnu. T wnTive iR, 2550; 230): 680589,

[5) Mirzagl, G, & Adell, H. {2022). Mechine learning technlques for dlagnasls of aizheimer gisease, mild cognitive disarder. and other types of dementls. Blomedical Signal Processing ond
Control, 72, 103293,

(6] Byean, H. (2022), Screening dementia and predicting Wgh dementia rlsk groups using machine leaming. Wextd Journal of Psychiotry, 12(2), 204,

[7] Revathil, A, Kaladevi, R, Ramana, X, Jnaved, R, H, Rudra Kurnar, #1, & Sankara Prasanna Kumar, 34, (2022). arly detection of cognitive decling using maching leurning 2lgoithm and cognitive
abllity test, Secutty ond Communication Nebworks, 2022,

[8) Mg ), K, Aliblro, K, Hisak R, Xawano, H, & Nakateh, Y. 12022). Machine Learning madel for discrimination of mild dementla patfents ustng scoustic features. Copnftive Rabolics, 2, 21-
25,

{8 Nishikawra, K., Hirkawa, &, K , H, & Nakatoh, ¥, (2022, January). System of Predicting Dementla Using Transformar Based Ensemble Leaming, In 2022 IEEE infemationol Conference on
Consumer Electronics (CCE) (pp. 1-3}. [EEE,

[E0] G.-B. Husng, €Y. Zhw, C-K. Siew, Extrema lgatning machine: Theory and applications, Neusocomputing (2006} 889-501

[11] 2L, Sun, Tt Chal, K-F, Au, Y, Yo, Sales forecasting using extreme leaming machise with applications In £ashlon retalling, Decision Suppart Systems (2008} 411419,

[12) G. Wang, Y. Zhao, ©. Wang, A proteln secondary structure prediction framework based on the extreme learning machine, Neurocompuiting (2008) 262-268,

[13] V. Malathi, N, Marirmuthu, 5. Baskar, Intelligent approaches using suppart vector maching and extresme tearning machine for transmisslon llne pretection, Neurocomputing (20310) 2160-2167.
{14) R Minhas, A. Baradaran, S. Seifzadeh, Q. Wu, Human action recognition using extreme leaming mashlne hased on visust vocabulares, Neurocomputing {2010) 19051917,

{15) J. M, Martinez-Martinez, P, Escandeli-Montero, E. Soria-Glivas, J, D, MartinGuertero, R Magdalera Benedito, J, G4mez-Sanchls, Regutarized extreme learning machine for regression problems,
Neurpcomputing (211} 37163721,

{16]Wong, Z, Xin, )., wang, Z, Gy, H,, Zhao, Y., & Qion, W. {2021), Computer-sided dementia dlzgnosis based on higrarchical eatreme learning matching, Cognitive Compttation, 13, 3848,

171 Nguyen, D. T, Ry, 5., Qurashi, M. 24, 1, Choi, M, Lee, K H,, & Lee, B, (2019, Hybwid multivarlate pattem analysls combined with axtreme bearning maching for Azheimer's dementia diagnoss
using mult-measure rs-fARE spatiel pattems. Fips one, 14(2), eD212582,

(18} Jasim, A A, Jalal, A, A, Abdulateef, 8 M, & Talib, I, A. {2022}, Effectivenets evatuation of machine learning algorithms for breost cancer prediction, Bulletin of Eectrical Engineerng and
informatics, 113}, 1516-1525.

[£9) Peeyada, P, Suparatutatarn, R, & Cholamiak, W. (2022). An [nertlal Mann forward-backward splitting algotithm of vardational Incluslon problems and its spplications. Choos, Satitons &
Fractals, 158, 112048,

[26] Peeyada, P., Dutta, H,, Shianglen, K., & Cholernfisk, W A modifies! forwani-hackward splitting meathads for the sum of two monotone operators with applications to breast cancer
prediction. Mathemotical Melhods In the Applied Sciences. Delsia 101002 mmn 8578

[21] CholamEak, W., & Suparatulator, R, {2023 Strong convergence of 3 modified exiragradient algarithim to solve pseudomonotone equillilum and application 1o elassifcation of diabetes
melitus, Choos, Solitons & Froctals, 168, 113108,

{22} Suantal, 3, Peeyada, P, Fulga, A, & Cholarjiak, W, (2023). Heant diseate detection using Ineriiat Mann ralsxed CO algorithms for split feasitaity problems. AVAS Mathemotics, (8), 18398
18918,

[23]1LL.C. Kasun, H. Zhou, €8, Huang, CM, Vong, Reprasentational leaming with extreme laaining machine for big data, IEEE Intell. Syst. 28 {20§3) 3734,

10. Methodology

Apply for approval of the

Ethical Use of Human |l popn préprocesslng
Relevant Data

A4
T Construct ot
Study hew Trial in deep prototype Test software L
Srnizati > learning and —%  inPhayao |—p Presentation
optimezation optimization s software i esearch
erformance University
theory and algorithms P eslis
; mpati Yy hospital
dementia and prove . comparisen p
Published research
convergence
work
theorem

11. Scope of the study

The scope of research is to investigate new powerful optimization algorithms to determine the
optimal weight used in multilayer ELM classifications to screen dementia. The convergence
behavior is reported to show the proposed methods' efficiency and implementation. Showing
the comparison with other machine learning methods and practical, reat-world experiments in
dementia screening at Phayao University hospital.

12. Output/ Qutcome/ Impact

1. Two papers of publication in Scopus/WoS database with impact factor Q1-Q2.
2. Three times oral presentations of research results in international conferences/seminars.
3. One software of screening dementia.



